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Abstract
The paper examines the typification of the rebuttable presumptions of causality the use of which has been introduced by the new “Proposal for a Directive of the Parliament and of the Council on adapting non-contractual civil liability rules to artificial intelligence” (“AILD Proposal”) while insisting on the quintessence of the binomial set of presumptions aimed at facilitating the probatory efforts and resorting to a “disclosure of evidence mechanism” in tort litigation founded on AI deficiencies generating bodily harm and/or patrimonial losses to consumers. As resulting from the provisions of Art. 1, para 1 and 2 of the AILD Proposal, the ‘hybridisation’ of the conceptual nature of civil liability applied in matters concerning autonomous / embedded AI defectiveness does not remain deprived of potential consequences in terms of the reserved possibility of judicial courts, to assess the existence of the illegal action/omission of the responsible persons by referring to compliance with the transparency obligation incumbent on AI providers, as resulting from Art. 13 of the Draft Regulation (EU) on AI (Artificial Intelligence Act) (i) or to retain the civil liability of manufacturers/importers or AI providers for bodily/patrimonial damages caused to consumers, in the assumptions concerning the ignoring, at the time of AI system design or development, of the necessity of “human effective surveillance” for the time bars related to the AI usage (ii).
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1 Foreword and introductive observations

The contemporary efforts to scrutinise the ‘classic’ liability regimes’ capacity to metabolise and absorb civil liability rules adapted to ‘harm causing’ artificial intelligence, are constantly intensifying, while the physiognomy of specific liability for autonomous or incorporated AI defective products are considerably influenced by their ‘regimenting’ into ‘risk categories’ scaled from ‘highly threatening’ to ‘lower degrees’ of menacing.

Allogeneic for this type of civil liability remains the presence (and recourse to) rebuttable presumptions to fill evidentiary gaps that could make particularly vulnerable the procedural posture of the consumer injured by the defective autonomous or embedded AI action/omission or by the interaction with algorithmic systems showing design flaws/manufacturing defectiveness. As resulting from the provisions of Art. 1 para 1 and 2 of the AILD Proposal, the “hybridisation” of the conceptual nature of civil liability applied in matters concerning autonomous / embedded AI defectiveness does not remain deprived of potential consequences in terms of the reserved possibility of judicial courts, to assess the existence of the illegal action/omission of the responsible persons by referring to compliance with the transparency obligation incumbent on AI providers2, as resulting from Art. 13 of the Draft Regulation (EU) on AI (Artificial Intelligence Act) (i) or to retain the civil liability3 of manufacturers/importers or AI providers for bodily/patrimonial damages caused to consumers4, in the assumptions concerning the ignoring, at the time of AI system design or development, of the necessity of “human effective surveillance” for the time bars related to the AI usage (ii).

Secondly, the “allopathic” conceptual approach, which appeals to the AILD Proposal by consecrating a “binary” set of presumptions of causation in the perimeter of civil liability for AI harmful deficiencies5, is rendering permeable the border between ‘classical’ civil responsibility based on culpable behaviour / gross negligence and, on the other versant of the discussion, objective responsibility6, completely detached from the element of

---

2 Ajay Agrawal, Joshua Gans and Avi Goldfarb, Máquinas predictivas. La sencilla economía de la inteligencia artificial (Barcelona: Editorial Reverté 2019) 42, 48.
3 María Luisa Atienza Navarro, Daños causados por inteligencia artificial y responsabilidad civil (Barcelona: Editorial Atelier 2022) 74, 81.
5 Hélène Christodoulou, ‘La responsabilité civile extracontractuelle à t’épreuve de l’intelligence artificielle’ (Lexbase Hebdo édition privée 2019 n 807. hal-03349668f) <https://hal.science/hal-03349668/document> accessed 12 July 2023.
culpable behaviour\textsuperscript{7}, due to the imperative to facilitate the administration of evidence in compensatory actions\textsuperscript{8} initiated by the prejudiced consumer\textsuperscript{9}, whose interests have been harmed by interaction with deficient AI systems. Starting from the findings on the vulnerability of the procedural position of the plaintiff in ‘classical’ actions, the admitting of which would require proof of the connection relating the incidence of product defectiveness to the prejudicial effects that were generated, disclosure of elements of proof of “high-risk AI systems” seems to enable the claimant to plead for tort liability based on non-contractual fault (i), while placing the burden of proof on the shoulders of professional defendants, in the perimeter of providing access to AI systems whose complexity often exceeds (including) the predictions of its creators (for AI systems from self-learning / self-evolving AI taxonomy). Consistent with the desiderata of ‘unburdening’ consumers in providing relevant evidence on damage causation while embarking on non-contractual civil law actions (based on fault / culpable behaviour) related to AI system deficiencies\textsuperscript{10}, consecrating courts’ possibilities to order disclosure of evidence on professional defendants\textsuperscript{11} (ii) remains the key premise in understanding the innovative system proposed in the AILD Proposal.

Thirdly, instead of focusing on a more permeable or ‘fluid’ approach to the subjective element of culpable behaviour as a central pillar for retaining the producers’ responsibility, or that of the importer or supplier of the deficient AI, the implications of using a presumption relative to the existence of imputable behaviour would allow the consumer, as claimant, to engage in remedial actions without being placed in the undesirable position of not meeting the particularly difficult evidentiary demands regarding AI behaviour as a source of bodily/patrimonial damage; the proposed regulatory norms are permitting professionals the reversing of the presumption of causation in B2C relations, starting from the premise that the relevant information regarding the nexus of (non)causality\textsuperscript{12} is rather exclusively in their possession than in the possession of the

\textsuperscript{9} Mehmet Fatih Burak, ‘Effects of Artificial Intelligence on E-Commerce’ in A N Özer (ed), Reviews in Administrative and Economic Science Methodology, Research and Application (Livre de Lyon Publishing 2022) 91, 100.
\textsuperscript{10} Miriam Buiten, Alexandre de Streel and Martin Peitz, ‘The law and economics of AI liability’ (2023) 48 Computer Law & Security Review.
\textsuperscript{11} Laurène Mazeau, ‘Intelligence artificielle et responsabilité civile: Le cas des logiciels d’aide à la décision en matière médicale (2018) 1 Revue pratique de la prospective et de l’innovation 38, 42.
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profane consumer\textsuperscript{13}. The pertinence of causality presumptions is worth discussing, on the binary premises (that remain partly subjective, generated by the element of faulty conduct and partly objective, focused on the element of the presence of the design/manufacturing defect of the AI system) of engaging in the civil liability of producers/importers and the contrast established by reference to ‘classical’ versions of subjective responsibility; especially, the discussion may be conducted from the perspective of consecrating a taxonomy of defects covered by the substantial sphere of civil liability, divided into manufacturing defects versus design flaws and informative deficiencies\textsuperscript{14}. Deriving from the scope of penalising the non-fulfilment of the transparency obligation incumbent on the manufacturer/importer of the defective AI systems, to which the defects are added in an autonomous manner, there are four types of defective AI response that may reverberate on the civil liability regimen, including the one consisting in jeopardising the safety of the data uploaded by the consumer, as a distinct species of damage whose coverage will be envisaged by the adapted civil liability regime for the remediation of damages caused by defective AI conduct.

2 Binary taxonomies of rebuttable presumptions of causality under tort liability regimen

2.1 Presumption of causal nexus between defendant’s faulty conduct and damageable AI result

Saliently, the mechanism described in Article 4 of the AILD Proposal, which provides for a reversible presumption of causal proximity between the defendant’s fault or culpable conduct or inexcusable negligence, remains focused on presuming the existence of a causal nexus; the latter’s applicability would be differentiated on grounds related to the range of potentially risky behaviour\textsuperscript{15}, under which the AI systems have been regimented. In the foreground of the discussion, when engaging in the evaluation of elementary premises for retaining the specific liability of the AI manufacturer/importer, the latter’s faulty conduct could also be presumed\textsuperscript{16} by national courts based on failure to comply with a judgment on judicial disclosure or preservation of evidence pursuant to the provisions of Art. 3 para 5 of the AILD Proposal. Although the presumption of causation


gains in relevance\textsuperscript{17} in hypotheses, in which the inexcusable omission or culpable action of the AI manufacturer/designer has influenced in a decisively obvious manner the poor performance of the AI system\textsuperscript{18} (which would be assessed based on the circumstantial peculiarities of the case), the claimant is expected to produce evidence of existence of the damage. Facing the arduous task of bringing consistent evidence that, in consideration of the damageable results generated by the AI system collapse, or the failure of the AI to provide for an appropriate result, the consumer would still be expected to bring proof of the causal link between the registered damageable result and the alleged dysfunctionality of the AI system, in the perimeter of interactions with AI systems regimented in the medium/low-risk categories; reversibly, concerning damages generated by “high-risk AI systems”, the text of Art. 4 para 4 of the AILD Proposal establishes an exception to the necessity of proof by the plaintiff consumer of said causal link, establishing the (relative) presumption of causality. Except in the (rare) cases where the professional defendant proves that, in absence of recourse to the presumption of causation, sufficient evidence and an appropriate level of expertise are reasonably accessible to the complaining consumer, the latter is seemingly enabled to prove the existence of the causal link between the faulty behaviour of the AI system and the recording of the physical/property damage.

Controversy is fuelled by the fact that the incidence of the exception from the sphere of incidence of the causality presumption is subject to the courts’ decision involved in settling the dispute, which could find it excessively difficult for the claimant to provide evidence as to the causation of the damage even in cases of medium-risk AI use; obviously evidentiary difficulties will be assessed bearing in mind the characteristics of AI technologies, describable as autonomous conduct, or AI opaque behaviour, rendering the consumer’s assignment of explaining the peculiarities of an AI system almost impossible to accomplish from the perspective of the availability of evidence, since the claimant is (almost invariably) facing difficulties to prove (in absence of such a reversible presumption) a sufficient nexus connecting the consumer’s decision concerning the selected design parameters for the manufactured AI product\textsuperscript{19} and the biological / patrimonial harm caused to the consumer in the interaction with the defective AI system\textsuperscript{20}. In terms of the proportionality requirements for ordering the disclosure or preservation (by the defendant AI manufacturer / supplier) of evidence regarding the

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{17} Ryan Calo, ‘Artificial Intelligence Policy: A Primer and Roadmap’ (2017) 51 UC Davis Law Review 399, 435.
\item \textsuperscript{19} Juanita Goicovici, ‘Matricea răspunderii civile extracontractuale pentru prejudiciile cauzate de produsele cu defecte de manufacturare, între testul riscuri-beneficii şi testul așteptărilor legitime ale consumatorului’ [The Matrix of Non-Contractual Civil Liability for Damage Caused by Products with Manufacturing Defects, between the Risk-Benefit Test and the Test of Legitimate Expectations of the Consumer] (2022) 67 (1) Studia Universitatis Babes Bolyai-Iurisprudentia 106, 185.
\end{itemize}
\end{footnotesize}
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Compliance / dysfunctionality of high-risk AI systems\(^\text{21}\), it is worth mentioning that the courts’ assessment of the plausibility of the consumer’s complaint remains essential in the scope of the analysis undertaken a priori by the courts, which may order that the defendant be bound to disclose pertinent evidence regarding suspected “high-risk AI systems”, even if this evidence incriminates the debtor of the obligation, by way of derogation from the procedural \textit{actor incumbit probatio} principle (given the fact that the lay consumer does not, most often, possesses evidence that is conclusive or relevant regarding the placement of AI system malfunctions at the time its design/manufacturing protocols were selected); the central question of the plausibility of the claim encapsulates the need, for national courts\(^\text{22}\), to establish the existence of sufficient grounds for ordering the disclosure or preservation of evidence regarding “high-risk” AI systems the behaviour of which is suspected to be linked to the occurrence of the prejudice\(^\text{23}\).

\subsection*{2.2 Presumption of non-observance of the AI provider’s duty of care}

The launching on the market of defective AI, encompassing AI design defectiveness, as well as manufacturing flaws, might represent per se a form of violating the duty of care incumbent on the AI providers, both at the manufacturing stage, as well as at the pre-contractual stage, in B2B or B2C contextualised relations; the machine-to-machine (M2M) or AI-to-AI contractual interaction might also raise questions on the pertinence of by design and by default selections operated by the AI manufacturer, in terms of consumer safety\(^\text{24}\), or through the lens of the ‘risks - benefits’ balance. Exploiting the \textit{ex-ante} mechanisms of the AI producer’s ‘duty of care’ remains crucial for the success of the liability systems, both at national and transnational levels.

Moreover, in the continuous process of identifying solutions for entailing AI producers’ or AI importers’ liability for harmful defectiveness, the problems themselves are subject to evolving, thus requiring higher degrees of adaptability for ‘classical’ remedial paradigms.

The triptych of defect categories englobed in the objective sphere of the specific liability of AI producers/importers can be distinguished on three levels (to which the fourth is added, consisting of ‘loss/damage or alteration of consumer’s data’): (i) the objective liability, covering AI manufacturing defects, as defects due to human errors,


\(^{24}\) Juanita Goicovici, \textit{Dreptul relaţiilor dintre profesionişti şi consumatori} (Hamangiu 2022) 183.
generating AI defects that appear or manifest in the ‘design - production - distribution’ chain (AI structural defects in the design of algorithmic systems, defects or failures of AI equipment etc.); (ii) types of extra-contractual liability for design defects of AI, or for excessive risk compared to the benefits, in which the respective product incorporating AI was designed in manners ignoring the balance of risks and benefits for consumption\textsuperscript{25}; (iii) in the absence of deficiencies in the first two categories, extra-contractual liability can be generated by informational deficiencies\textsuperscript{26}, consisting of incomplete, inadequate or erroneous information regarding the product assuming autonomous or embedded AI, as described in Proposal COM/2021/206 (“Artificial Intelligence Act”). We argue that flawed or erroneous decisions generated by algorithmic systems, as well as low resistance to performance alterations of autonomous/embedded AI in products, can be preferentially treated as product malfunctions, thus allowing the consumer to implicate the manufacturer/importer in damages specific to AI systems (while preserving the duality of ‘autonomous material damage vs. derivative material damage’, as well as the dichotomous approach of the categories of ‘liability for product security deficiencies’ versus ‘AI design defects’).

The dynamics of adapting the ‘classic’ regime of “civil liability” for physical/bodily damages caused by products presenting design/manufacturing defects to the legal challenges triggered by the gradual generalisation of the use of autonomous/embedded AI are characterised, above all, by aspects such as the adaptation of the burden of proof, by placing some significant sequences of the provision of evidence in the charge of the professional (located, as a rule, in the position of the defendant in the action initiated by the injured consumer) (i) or even by postulating some (relative) presumptions of causality between the existence of the physical/property damage invoked by the claimant and the presence of the defect in the AI product/AI components (ii). In a carefully calibrated dosage, the incidence of the relative presumption of connection is to be confined to the perimeter of cases where, as highlighted in Recital (25) of the preamble of the Draft Directive on the adaptation of the civil liability regime (…), non-compliance with the due diligence obligations incumbent on the manufacturer or on the designer of the AI system, would set premises for retaining producers’ responsibility for damage coverage.


3 Presuming causality in liability litigation pillared on damageable AI deficiencies / AI flaws

3.1 Administration of evidence in liability claims conducted towards the providers of “high-risks” AI systems

At the horizon of the special civil liability whose specific regime is outlined in Article 7 of the AILD Proposal remain the B2C relationships involving the use or interaction of the consumer (in the sense of natural person, using the disputed product in a predominantly extra-professional context) with actions/omissions of algorithmic systems or deficient autonomous/incorporated AI, without the need to establish the existence of a contractual link connecting the defendant and the plaintiff in the action brought before the courts; the extra-contracual nature of the liability remains decisive (in view of the fact that, in most cases, the injured consumer did not contract directly with the designer/manufacturer of the defective AI). Nevertheless, being closer to a tort liability regime, the special liability the regulating of which is envisaged by the AILD Proposal does not completely distance itself from the subjective element of the fault of the (potentially) responsible subjects. Despite the fact that it does not suddenly or dramatically alter the (preponderantly) subjective nature of the pre-existing liability regimes in the member states, at the level of repairing damages caused by the illegal/imputable or inexcusable action/omission, the harmonised set of rules on liability for AI defectiveness ‘dilutes’ the mentioned subjective nature accordingly, by consecrating a relative presumption of causality applicable against the responsible persons, in the presence of malfunctions of the AI systems whose origin can be placed at the time of AI designing / manufacturing of the algorithmic systems suspected to be at the origin of the damage. The absence/presence of a direct or indirect/ successive contractual link between the responsible person and the consumer injured by the action/omission of the AI system is not crucially relevant, since it will suffice to locate the defect at the time the producer decided on the launching of defective design/defective manufacturing of the harmful autonomous AI (including AI from the self-learning category)/ detrimental embedded AI, and even for prejudicial generative AI.

27 Mikołaj Domagała, ‘Threats associated with the introduction of autonomous vehicles as an example of the negative effects of the development of artificial intelligence’ in Luigi Lai, Marek Świerczyński (eds), Legal and technical aspects of artificial intelligence (Wydawnictwo Naukowe Uniwersytetu Kardynała Stefana Wyszyńskiego 2021) 247, 264.
Would resorting to the subjective element of the fault of the producer/supplier of the AI (at the stage of designing/manufacturing/distributing the defective AI) sabotage the effectiveness of the non-contractual civil liability remedies placed at the disposal of the injured consumers? Would it suffice, as a premise for the engagement of specific liability, to consecrate the objective element, of the existence of the manufacturing/conception defect (such as design flaws, cybersecurity flaws, transparency flaws etc.) of the AI system suspected to be at the origin of the bodily/property damage that was subject to B2C litigation? The positioning of the liability of producers, suppliers, or importers of AI as types of extra-contractual liability was not doubled, in the text of the AILD Proposal, by eliminating the subjective element of the fault of the (potentially) responsible persons; therefore, using the term ‘culpable’ behaviour (of the AI producer/supplier) would not be inappropriate to describe the specific extra-contractual engaging of AI producers’ liability. Congruently, it has been emphasised in the Preamble of the AILD Proposal that the new set of harmonised rules on liability for defective AI is meant to complement the existing liability (detached from fault) system applicable to producers and importers for damages caused to consumers, or for certain types of biological (physiological) or psychological damages, as well as for patrimonial damages caused to consumers; the AILD Proposal would cover, at the antipode, the issues of compensating damages caused to various types of victims, although not falling under the definition of ‘consumer’. These discrepancies in terms of personal sphere of incidence, as well as in terms of objective versus subjective criteria of liable conduct might be seen as complementary, thus offering a plethora of specific mechanisms in view of compensating the damages caused by defective AI.

Recital (3) of the Preamble of the AILD Proposal notes that the reference to the provider’s fault (proven by the complaining consumer, whose interests were harmed by defective AI systems) in the light of the requirements applicable in the matter of the administration of evidence in order to engage in retaining the ‘classic’ civil liability in national legal systems would be a pernicious solution in the context of the permanently amplified technical complexity of AI systems. Thus, one solution would be to abandon the ‘traditional’ vision of producers’ liability that enshrines the actus reus principle; more pertinently, and strictly for the field of administration of evidence regarding AI defectiveness, it is crucial to consecrate the conveying, in a first stage, of a relative presumption of connectivity (or of the existence of the causal nexus) between the damage caused to the plaintiff consumer and the action/omission of the expected AI responses, the latter not being exempted from the requirements of proving bodily/property damages. Obviously, the current national rules on liability, especially

---

those based on fault, are not adequate for the settlement of actions in liability for damages related to defective AI conduct.

The substantial changes brought to the ‘classic’ regime of civil liability of producers/importers or suppliers in the retailer category (as a backup solution), in order to adapt its rules to the legal complexity presented by situations where the damage is generated by the defectiveness of the autonomous/incorporated AI can be listed as follows:

(a) the identification of AI product categories using as benchmarks the degree of risks presented for the bodily or physiological safety of consumers or for the respect of their fundamental rights (being targeted: respect for human dignity, combating discrimination in the case of automated decisions which involve the total or partial algorithmising of the decision-making process, or respecting the right to privacy);

(b) imposing the obligation, for AI in the ‘high risk’ category, to proceed to conducting an ex-ante conformity assessment procedure (which remains optional in the case of the other AI categories);

(c) reporting by the courts, in the event of litigation, of the relative legal presumption of causality between the defendant’s culpable conduct and the harmful result by reference to the consumer’s justified assumptions or the inability of the AI system to generate results on the adequacy of which the consumer could have reasonably relied, as emphasised in Art. 4 of the AILD Proposal; nevertheless, maintaining the possibility for the responsible defendants to bring evidence to the contrary, of the excusable character of the behaviour that is the subject of the litigation, respectively to bring proof of the non-existence of fault for the imputed actions/omissions, referring to the prejudicial dysfunction of the AI systems, remains a major trait of the harmonised liability regime;

(d) establishing the possibility, for the courts, to refer in the assessment of the illegal act of the responsible persons, to the existence/non-existence and to the degree of adequacy of the measures employed by the responsible person (the AI producer or supplier) within the management system of the risks and the results achieved, where

34 It has become a truistical observation that the EU AI Liability Act is focused on dividing the product categories into ‘high-risk AI’, ‘medium-risk AI’, and ‘low-risk AI’ (initially, in the last category, were regimented the virtual assistants from the range of chatbots that assist consumers in online contracting).
36 Enrico Francesconi, ‘The winter, the summer, and the summer dream of artificial intelligence in law’ (2020) 30 Artificial Intelligence and Law 147, 161.
the AI system uses techniques that involve training models, as mentioned in Art. 10 para 2 to 4 of the Draft Regulation (EU) on Artificial Intelligence;

(e) enshrining the possibility of the courts to assess the existence of an illegal action/omission by the responsible persons by referring to compliance with the transparency obligation incumbent on AI providers, as stated in Art. 13 of the Draft Regulation (EU) on Artificial Intelligence;

(f) consecrating the possibility of the courts to retain the civil liability of AI producers/importers or suppliers for bodily/property damages caused to consumers, and establishing the possibility for the courts to relate, in assessing the relevance of the AI producer/supplier’s liability, to the degree to which the AI system was respecting accuracy or pertinency as emphasised in Art. 15 and Art. 16, let. a) of the Draft Regulation (EU) on Artificial Intelligence;

(g) establishing the possibility for the courts to refer to criteria such as the existence, non-existence, or relevance of the enactment, by the persons (potentially) responsible for the damage caused to consumers, of corrective actions, which needed to be taken in order to enhance the AI systems compliance with the conformity prerequisites, based on the provisions of Art. 16, let. g) and of Art. 21 of the Draft Regulation (EU) on AI (Artificial Intelligence Act);

(h) consecrating the possibility for courts, as mentioned in Art. 3 of the AILD Proposal, to impose on the producer, importer, or supplier of AI the disclosure of relevant evidence for settling the claims of the consumer/claimant, even if the responsible person who would become the debtor of the mentioned procedural obligation would pose as a defendant since the evidence thus provided would facilitate the admission of the plaintiff’s claims;

(i) enshrining the possibility for courts to operate with a reversible presumption of deficient AI systems’ collapsing, suspected to be at the origin of the damage caused to consumers, while maintaining the possibility for the defendants to bring evidence of the objective performance bars of the AI system whose behaviour is subject to litigation.

3.2 Recourse to the presumption of causality in claims against non-professional AI users

3.2.1 Implications of the risks-benefits test for AI defectiveness

The contemporary physiognomy of specific liability for stand-alone or embedded AI defective products is considerably influenced by the ‘confrontation for pre-eminence’ waged between the two possible (classical) product defect assessment criteria, namely

---

the consumer’s ‘justified expectations’ test versus the ratio of risks and benefits; thus, far from forming a true hierarchy or pre-eminence, each of these criteria provides a different role for national courts: reporting to an abstract standard while addressing the experiences of the average consumer or, conversely, taking into account typical product safety expectations and, on the other part, the engagement in the administration of the evidence from which the apparently (unreasonably) exorbitant weighting of the risks emerged in relation to the benefits of the consumption/use of the AI product. At one pole, the ‘reasonable consumer expectations’ test, according to which manufacturers/suppliers are liable if they have generated an embedded or autonomous AI product that is placed on the market in a defective and dangerous condition, exploits to a greater extent the criteria than would have been considered, through the lens of an ordinary degree of risk, by the average consumer who purchased the respective product; the mentioned criterion implies an assessment through the prism of the usual knowledge or the possession of common knowledge by the ‘average consumer’, with regard to the characteristics of the respective AI product, which implies engaging into an objective responsibility (as a form of strict liability\textsuperscript{38}, detached from the subjective element of fault / gross negligence) of manufacturers for AI products that present safety risks beyond the limit of reasonableness or beyond the safety threshold expected by consumers.

At the opposite pole lies the ‘risks-benefits’ test, under which the defendant’s conduct is assessed by reference to the latter’s capacity to have moderated or avoided harmful results by adopting reasonable alternatives (in the case of design defects when the product was designed based on technical parameters, according to which the benefits of consumption are exorbitantly exceeded by the security risks brought by the consumption of that product); the latter criterion uses the conceptual framework or the dogmatic paradigm of negligence imputable to the manufacturer, who accepted the initiation of the production process based on paradigms designed in an excessively risky manner referring to the benefits or the target utility (the so-called ‘deficient AI design’). In practice, for products with digital content, for example, the courts might tend to oscillate between the two criteria, and to either intermittently adopt one of these criteria, or use both tests consecutively.

On another side of the discussion, important questions might be raised related to the findings by national courts of potential (yet non-manifested) defects of embedded or autonomous AI products introduced on the market, as a basis for engaging the specific liability of the producers/ the importers; these aspects fuel a constant aporia, targeting the emblematic issues of the specific liability of AI producers, designers or importers for potential AI defects whose manifestation varies on different time bars.

As mentioned in the previous sections, the notion of ‘high-risk AI’ has been circulated in the recent drafts of normative acts at the Union level to describe a risk that, following an *ex-ante* assessment of compliance\(^\text{39}\), can be assessed as having the potential to intervene, causing physiological or patrimonial detrimental effects, or to be blamed for negatively impacting fundamental rights\(^\text{40}\), when causing damage that requires judicial (remedial) solutions. Also, when assessing AI safety deficiencies, unfitness for consumption, or defectiveness of these products, it may become difficult or pernicious and inappropriate to develop synchronised standards for eclectic types of algorithms, as they require adaptation to the inherent risk valences of different types of AI products. It should be noted that, as follows from the provisions of Art. 9 para 2 of the AI Act Proposal, for products that involve autonomous/embedded AI with a high degree of potential risks for the bodily safety of users, the AI producer/supplier would be expected to implement a risk management system in the sense of continuous monitoring/intervention (as a permanent iterative process) for the entire usage time bars/exploitation cycle of the respective products.

It must also be observed that the ‘fidelity’ to the objective nature of specific liability for defective products has been kept intact in the text of Proposal 2021/0106 (Artificial Intelligence Act); in order to engage the producers’ civil liability, it would suffice that an illegal action or omission was established (for example, the launching into circulation of an embedded AI or autonomous AI presenting design deficiencies), connected, or, at least, placed in a sufficiently characterised connection with the damage caused to the consumer, without being necessary that this action/omission was imputed to the AI producer. Thus, the plaintiff would not be expected to bring proof that the illegal action/omission was intentionally directed towards causing damageable results, since it is not necessary to prove, within the scope of the specific non-contractual liability, the gross fault, or the inexcusable negligence of the AI producer / AI importer.

### 3.2.2 AI design flaws, AI manufacturing flaws, AI implementing flaws and relevant taxonomies

It should be emphasised that not only strictly manufacturing defects are included in the substantial scope of application of the specific type of civil liability, which also includes design defects (so-called AI design defects and AI design inadequacy), respectively delivery deficiencies/omissions, incorrect and incomplete information offered to

---


Rebuttable presumptions of causality and reverberations of evidence disclosure

consumers\textsuperscript{41} (on technical characteristics and parameters, limited performance of the autonomous or embedded AI product, etc.), since all these types of deficiencies may per se represent a source of producers’ liability\textsuperscript{42}. The omission of adequate information regarding the foreseeable risks\textsuperscript{43} is considered per se a defect of the product for which the civil liability of the manufacturer/importer may be engaged under EU regulations, particularly for physical/property damage caused to consumers through interaction with the AI defective product. Thus, the typical conceptual pillars include the malfunctioning of the AI systems that triggered the loss or compromise of the integrity of the consumer’s data, which allows the consumer to recover, by way of a court action, the costs of data recovery/restoration: (i) the \textit{stricto sensu} defectiveness, or unintended syncopation in the manufacturing process; in using these assumptions, the courts analyse the liability prerequisites by comparing the characteristics of the resulting AI product with the admissible safety standards, in an attempt to identify possible inadvertences of the resulting product; (ii) the design defects, when from the ‘risks-benefits’ ratio applied in these cases, it follows that, in hypotheses where the risks considerably exceed the benefits brought by the use of the AI product, diametrically opposed to the situations described as representing ‘manufacturing defects’ in a \textit{stricto sensu} perception, the product obtained in the manufacturing process meets the technical parameters that the producer intended to achieve, while the manufacturer accepted the initiation of the production process based on design flaws which were initially assessed as adequately balancing the risks and benefits involved; in the interaction with the final consumer\textsuperscript{44}, the embedded or autonomous AI might appear excessively perilous for the users’ physical/psychological safety; (iii) informational deficiencies regarding the instructions addressing the issues of integrating the AI product into the digital environment controlled by the consumer (where applicable); the informative omissions/erroneous or apparently incomplete information might represent grounds for retaining the producer’s / importer’s extra-contractual civil liability, in a similar manner to that which is used in the case of the above-mentioned categories of the AI defectiveness.

When assessing the damage caused by AI systems in interaction with consumers, it is worth emphasising the accent placed, in the AILD Proposal, on facilitating the administration of evidence regarding the existence of a connection, on the one hand, between the defectiveness of the AI system and the damage caused to the consumer and, on the other hand, of a causal link between the behaviour attributable to the
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producer/importer or the supplier of the deficient AI system and the prejudice triggered for the claimant, as an aspect the importance of which becomes more visible in the light of the AI producer’s/importer’s failure to comply with an obligation of diligence. Encapsulated in the efforts of recognising the inherent procedural challenges in assessing the inadequacy of AI to acceptable safety standards and, on the other side, the harmful results /prejudicial effects of the AI systems that generated relevant damages/harmful effects, the reversible presumption of causality integrated in the text of Art. 4 para 1 of the AILD Proposal would represent per se a significant elevator of consumers’ chances in accessing pertinent evidence in damageable AI-related litigious contexts.

As mentioned in the previous paragraphs, in order to preserve the prerequisites of establishing the fault of the responsible persons, the defective behaviour of the AI systems might be linked to a possible failure to comply with the ‘duty of care’ placed on the AI producer/importer or on the retail distributor. It remains essential to note that the said failure to comply with a duty of care is expected to be assessed either in accordance with the provisions of the future Regulation (EU) on AI (i) or in accordance with other rules established at the EU level, namely those sets of nomothetic provisions that regulate the obligation of automatic and continuous monitoring of the behaviour of AI products launched on the market, in interactions with consumers or those that regulate, for example, the operation of unmanned aircraft or public means of transport without a human operator (ii).

3.3 Dichotomic approaches to the administration of evidence in liability cases concerning medium/low risk AI systems

In the background of the discussion, when engaging in the assessing of the elementary premises for maintaining the specific liability of the AI system producer/importer, although the presumption of causation gains in relevance when it can be considered sufficiently probable that the omission or action of the manufacturer/designer decisively influenced the deficient performance of the AI system, the claimant is expected to produce evidence of the existence of the prejudice. Faced, on the other hand, with the need to provide consistent evidence that the result generated by the medium /low-risk AI system has damageable effects, the consumer claimant remains required to bring evidence on the causal relationship between the claimed damage and the alleged malfunction of the system AI, at least in the perimeter of assessing the ‘behaviour’ of AI systems in the medium/low-risk categories; only in the case of “high risk” AI systems, as stated in the text of Art. 4 para 4 of the AILD Proposal, the courts might resort to

---

establishing an exception from the need for the consumer to establish the elements of causality; nevertheless, the reversible presumption of causation remains significantly functional, except in cases where the professional defendant demonstrates that, due to the absent recourse to the presumption of causation, sufficient evidence and an appropriate level of expertise were reasonably available to the consumer to prove ‘on its own merits’ the interrelatedness between the AI system’s malfunction and the bodily injury/property damage registered by the plaintiff.

The controversies are fuelled by the fact that the incidence of the reversible presumption is subject to the decision of the court invested in the settlement of the dispute, which may find that it would be excessively difficult for the plaintiff to provide evidence regarding the causation of the damage should no presumed interconnection be established. Evidently, other evidentiary difficulties will be assessed considering the characteristics of AI technologies, in terms of autonomy and opacity, which make explaining the inner workings of the AI system almost impossible from the perspective of the evidence available to the average consumer, the latter being (almost invariably) incapable of proving (without resorting to a reversible presumption) a causal link between the defendant’s decision to launch the defective AI product on the market and the damage caused to users in the interaction with the AI system (as specified in Art. 4 para 7 of the AILD Proposal); the AI manufacturer/importer will be able to try to overturn the relative presumption of causation, while also having the possibility to invoke ab initio the elimination of the incidental resumption of causation, on the grounds that the circumstances of the case do not require recourse to ‘invasive’ procedural means.

In terms of the proportionality requirements for ordering the disclosure or preservation (by the defendant AI manufacturer/supplier) of evidence regarding the compliance/dysfunctionality of “high-risk” AI systems, it is worth noting that the assessment of the plausibility of the claim remains essential within the scope of the analysis undertaken a priori by the courts, when ordering the defendant to disclose relevant evidence regarding the behaviour of suspected “high-risk” AI systems, even if this evidence incriminates the defendant, distancing from the procedural mechanism of actor incumbit probatio (given the fact that the lay consumer does not, most often, possess conclusive or relevant evidence regarding the placement of the dysfunctionalities of the AI system at the time of its launching into circulation). The said mission of the national court may come into tension with the requirements to consider the legitimate interests/fundamental rights and confidential information (particularly information related to general security when interacting with AI systems). Recurring cyclically in the perimeter of the assessment of proportionality, the issue of respecting the legitimate interests of third parties is (jointly) related to the provision of adequate procedural guarantees against which the defendant,

---

that was ordered to disclose or preserve the evidence regarding AI deficiencies, may challenge, under procedural terms, the legitimacy of evidence disclosure measures ordered by the court; the central question of the plausibility of the request encapsulates the need, for the national courts, to establish the existence of sufficient reasons for ordering evidence disclosure regarding the conduct of “high-risk” AI systems suspected of causing harmful effects.

In an aporia under which there is retaliatory bias regarding the delimitation of the sphere of responsible persons, it is important to note that the manufacturer/importer of products in the autonomous/incorporated AI categories will, in principle, be considered responsible for prejudicial reverberations, the solution mainly exploiting conceptual pillars such as: (i) the manufacturer is expected to exercise control over the selecting of technical procedures, compatibility with cyber security requirements in the design of the AI systems; (ii) when complying with the ‘duty of care’, the AI manufacturer/importer is expected to assume the risks resulting from the performance of these activities, to the extent that the manufacturer/designer and/or importer of the product (in the autonomous/incorporated defective AI categories) cannot resort to liability-exonerating contractual terms. On the other side, as it follows from the ‘duty of care’ obligation and responsibility related to the use of artificial intelligence technologies, liability effects are expected to fall on the actors most able to control certain specific risks; additionally, important attention must be paid to the fact that AI system providers within the EU’s territorial settings are subject to the EU’ regulatory framework, regardless of where the factual AI operator was based.

In particular, excessively risky AI design would represent legal grounds (in ‘risks-benefits test failure’ scenarios) for the specific liability of the manufacturer/designer/importer/supplier of a “high-risk AI system” for physical harm/property harm caused to consumers, in each case where: (a) the harm was related to the use of an AI system that involved training models that would not meet the inherent safety criteria; (b) the courts would have consistent reasons to retain justified criticism regarding the manner under which the AI system was inconsistent with the transparency requirements provided for in the text of Art. 13 of the drafted (EU) AI Act; (c) the court would recognise the existence of some deficient characteristics of the AI system designed and developed by the responsible persons through the lens of the typical use for which the AI product was intended or through the lens of the typical purpose found in the absence of an adequate level of accuracy, robustness and cyber security as mentioned in Art. 15 and 16 of the Draft Regulation (EU) on artificial intelligence; (d) the manufacturer/importer did not immediately take relevant corrective actions, as applicable.

Obliquely mirrored in the structural requirements of liability, as pointed out, due to the complexity of the technologies involved, the element that emerges from the wording of the mentioned texts refers to the fact that it remains a challenge for the injured
consumer to correctly and pertinently identify the responsible ‘AI producer’, particularly in cases where the provider that ‘trained’ an AI application may be distinct from the original manufacturer and may have made a safety error that caused the harmful outcome in terms of bodily injury, biological harm, or patrimonial losses. B2C service providers using algorithmic systems⁴⁸ or other AI devices may face civil liability for negligent behaviour, especially when the latter neglect safety measures or instructions recommended by the manufacturer of the AI product⁴⁹.

The subrogation in the compensatory rights and the adjustment of the personal sphere of incidence of the extra-contractual civil liability for AI conduct would also represent significant progress, since recognising the quality of the “plaintiff” would not only be possible for the individual consumer who submits a claim for compensation, when a bodily/property damage was generated as a result of the action/omission of an AI system, but also for the person who was subrogated in the victim’s compensatory rights or acting based on a mandate of joint representation, against the manufacturer / importer of the AI system or its authorised representative, as resulting from Art. 2 pt. (6) of the Proposal for Regulation (EU) on artificial intelligence. Similarly, in cases where the manufacturing defect of the AI product coexisted with elements related to the culpable act, unjustifiable omission, or culpable conduct⁵⁰ of a third party, and the manufacturer was held responsible for financial coverage of the damage caused to the consumer, the AI manufacturer/importer subsequently may pose as a plaintiff in a regress action against other actors involved upstream in the AI systems design/production/distribution chain.

Deciphered as ‘central’ or at least decisively prevalent in the liability regime of manufacturers/designers/importers of defective AI, the ordering (by the court) of the obligation (for the defendant) to make available to the court the evidence from which it would result in the involvement of the AI system in generating the damage invoked by the complaining consumer remains dependent on the requirements of proportionality; the granting of an order against the manufacturer to allow access to the relevant incriminatory evidence remains dependent on the outcome of the ‘proportionality test’, particularly in contexts where the ‘disclosure order’ was obtained against relevant third-party AI providers who are procedurally intervening in the dispute between the aggrieved consumer and the AI manufacturer / AI importer. When discussing the presence of recurring or, on the contrary, innovative aspects of AI-related specific liability, it becomes crucial to highlight how the involvement of autonomous/embedded AI systems can affect

---

the assessment of the classical terms of liability for damages caused to users, such as the requirements relative to the causal relationship and the fault of the defendant professional; the premises of establishing liability for damages caused by defective AI products were strongly influenced by its dissociation from the element of fault or the concept of ‘culpable actions/omissions’ of the responsible persons; however, proof of a manufacturing defect related to the behaviour of the AI product in interaction with users remains necessary, conditional on establishing manufacturer/importer liability. In a conjugate way, the pair of relative presumptions, namely the presumption of causation between the damage caused to the consumer and the culpable behaviour of the AI manufacturer / designer, respectively the presumption of causation between the recorded damage and the defect manifested in the operating of the AI system represents a major step towards facilitating the administration of evidence or incriminating elements.

It is also remarkable that, in the AILD Proposal, no detailed attention was paid to the problem arising from establishing whether, for the assessment of AI product failure, the ‘risks-benefits’ ratio could present procedural pertinency or, on the contrary, adequate results could be obtained by using the test of consumers’ legitimate (reasonable) expectations. The dilemmatic atmosphere of this regime of legal liability is completed by the fact that the pivotal element remains the condition of the existence of a manufacturing/design defect of the AI systems; obviously, the regime of extra-contractual liability will require a nuanced approach to the typology of covered defects, which includes their design deficiencies, regardless of whether a manufacturing defect, understood as syncope in the production process, was involved in causing the damage to the final consumer or, on the contrary, a design error or overestimation of the cyber security offered by the implementation of the respective AI system was involved, including informational deficiencies seen through the lens of the impossibility of recovering the compromised data, as a type of autonomous damage caused to consumers.

Another salient aspect is that, as resulting from Art. 4 para 2 of the AILD Proposal, the courts, in the event of a dispute having as its object the engagement of extra-contractual civil liability of the manufacturer, supplier or importer of the AI systems, would be able to assess the pertinency of the measures taken by the responsible persons within the applicability of internal protocols, and the results of these measures in the sense of ‘tempering’ the harmful effects for consumers. Relevant for enumerating, in the text of Art. 4 para 3 of the AILD Proposal, the aggravating circumstances that could form the argumentation in front of the court invested with the settlement of the dispute that

justifies the retaining of extra-contractual civil liability for the defectiveness of the AI system, remains the claimant’s capacity to reasonably access sufficient evidence and expertise to establish the existence of AI harmful conduct. From the taxonomy mentioned in the text of the normative act, it follows that this relative presumption of causality, although it may turn into a procedural reflex of the courts, would only be used in cases in which, when facing the opacity and accentuated complexity of the AI systems whose defectiveness was addressed, the consumer claimant would be deprived (due to the circumstances) of the real and effective possibility of procuring conclusive evidence for establishing the causal relationship connecting the defendant’s culpable behaviour and the undesirable result produced by the AI system, thus generating a procedural vulnerability that the court can mitigate by resorting to the reversible presumption of causation.

It remains important to specify that the reversible presumption of causality referred to in the text of Art. 4 para 1 of the AILD Proposal would be plainly inapplicable in civil liability actions referring to AI systems in the medium risk/low-risk categories, and that the discussed remedial measures would become incidental only to the extent that the courts would consider it to present procedural pertinency, since, as stated *expressis verbis* in the text of Art. 4 para 5 of the AILD Proposal, in cases of requests for compensation related to the prejudicial conducts of medium-risk AI systems, the rebuttable presumption of causality would become applicable only if the national courts assess that it would be considerably pernicious for the plaintiff to attempt to prove the causality link through personal efforts. Concluding, it can be stated that, within the scope of civil liability actions for damages caused to the consumer by interaction with AI systems in the “high risks” category, the reversible presumption of causality referred to in the text of Art. 4 para 1 of the AILD Proposal represents the new procedural main option, the courts being expected to waive its application only to the extent relevant evidence would suffice in the absence of the ‘rebuttable presumption’ mechanism; on the contrary, in the perimeter of civil liability actions requesting for remedial measures for damages caused to consumers by the interaction with AI systems from the ‘medium risks’ or ‘low risks’ categories, the incidence of the reversible presumption of causation remains exceptional, intervening only to the extent that the courts would resort to the discussed presumption in order to strengthen the procedural position of the plaintiff who would not be presented the possibility of accessing conclusive evidence in the sense of establishing the originating of the alleged damage in the actions/omissions of the AI systems producer/importer or supplier.

The assumptions set out in Art. 4 para 6 of the AILD Proposal are related to the situations in which the defendant (the potential person responsible for covering the damage caused to the final consumer) is, in turn, a supplier who exploits the AI system for non-professional purposes, in which case the presumption provided for in para. (1) applies only if the defendant significantly intervened in the operating conditions, yet it
lacked pertinent measures oriented towards damage avoidance. The reversible, non-irrefragable nature of the discussed presumption of causality is expressly enshrined in the text of Art. 4 para 7 of the AILD Proposal, since in actions directed against AI suppliers/producers for the damages caused to consumers in interaction with AI systems regimented in the “high risks” categories (and, even more so, for those in the medium risks/low risks categories), the courts would be expected to allow the defendant to overturn the rebuttable presumption, the latter having the possibility to propose to the court the administration of evidence in this regard.

Innovative, in terms of the prerogatives that the court can dispose of in civil liability actions directed against AI suppliers/producers for the damages caused to the consumer by the interaction with deficient AI systems, the provisions of Art. 3 paras 1-4 of the AILD Proposal would enable national courts, either based on Art. 24 and Art. 28 para 1 of Regulation (EU) on AI, or on the AI user, to compel the defendant (the manufacturer, designer, or supplier of the AI system) to disclose the relevant evidence at the court’s disposal regarding a certain system of “high-risk” AI that is suspected of causing harm to the complaining consumer. As resulting from Art. 3 para 1 of the AILD Proposal, it follows that the mentioned possibility, as a prerogative of the courts in managing the administration of conclusive evidence, remains confined to the perimeter described by the principle of proportionality of judicial measures taken during the trial, by referring, at the same time, to the plausibility (in a summary analysis, prima facie, of the relevance of the object of the requests made by the consumer/claimant); thus, proportionality requirements remain decisive for ordering (by the court) the disclosure or preservation (by the defendant AI manufacturer/supplier) of evidence regarding the compliance/malfunction of high-risk AI systems. The assessment of the plausibility of the claim for compensation remains essential within the scope of the analysis undertaken a priori by the courts\textsuperscript{54} that may order the defendant to disclose the relevant evidence regarding the conduct of “high-risk” AI systems, even if this evidence incriminates the AI supplier\textsuperscript{55}. The procedural context is characterised by the fact that the consumer would lack access to relevant evidence regarding the malfunctions of the AI system potentially identifiable at the time of its launching into circulation.

Additionally, the principle of moderating consumers’ procedural disadvantage would be applied, as a distinct obligation incumbent on the defendant in such situations, since from the provisions of Art. 3 para 2 of the AILD Proposal, it follows that, when assessing the pertinency of a request for compensation, the national courts would resort to ordering evidence disclosure should the plaintiff have made all reasonable attempts to collect the
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relevant evidence from the defendants; nevertheless, when the quantitative or qualitative inadequacy of the evidence proposed by the plaintiff is due to the latter’s inexcusable passivity, rather than the opacity or complexity of the AI system whose defectiveness is invoked, the defendant may challenge the pertinency of an evidence disclosure order.

Concerning the preventive procedural measures, as referred to in Art. 3 para 3 of the AILD Proposal, it is worth noting that, in order to prevent situations in which the defendant could be tempted by the idea of destroying the relevant evidence connected to the dysfunctionality of the litigious AI system, evidence that indicts the defendant, the court may order the defendant to preserve conclusive data and information for the period of time set by the court, with the prohibition to delete or destroy the data/information the defendant controls; this procedural measure might be ordered autonomously or simultaneously with obliging the defendant to disclose to the court / to ‘declassify’ relevant information regarding the security deficiencies / non-compliance of the AI systems invoked by the plaintiff.

As in the case of the first reversible presumption discussed (relating to the interconnectedness of the defendant’s culpable conduct and the undesirable result produced by the AI system), the second relative presumption regarding the defendant professional’s failure to comply with the requirements of the ‘duty of care’ (irrespectively of ordering the mandatory disclosure of relevant inculpable evidence), the principle of proportionality of the ordered judicial measure remains applicable. As noted in Art. 3 para 4 of the AILD Proposal, national courts are expected to limit the issuing of a ‘disclosure of evidence’ order to cases where the ‘proportionality test’ has been passed by the proposed procedural measures.

As follows from the text of the mentioned normative act, by ordering the defendant IA manufacturer/ supplier to ‘declassify’ relevant information regarding the security deficiencies / non-compliance of AI systems, the courts are expected to ‘calibrate’ the mentioned procedural measure according to (i) the desiderata of preserving the commercial interests56 of third parties involved directly or indirectly in complying with the measure ordered, especially in terms of the need to protect commercial secrecy or the autonomous rights of third parties; (ii) the concurrent recognition of the defendant’s procedural prerogatives to challenge the fairness or appropriateness of the judicial measure ordered against the latter.

Similarly, the following elements are relevant for suitably understanding the cited provisions: (i) the reversible nature of the presumption of culpable failure to comply with the requirements of the duty of care implies, for the defendant involved, the possibility of overturning the presumption of inexcusable negligence invoked against the latter, while bringing evidence based on which the court would be able to assess the level of vigilance57
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manifested by the AI producer or AI supplier regarding security incidents; (ii) at the antipode of the presumption of good faith circulated in a litigious context by reference to the common regime of civil responsibility in most of the Member-States, in the perimeter of retaining AI manufacturers’/suppliers’ liability in relation with the injured consumer, the courts would be able to operate with a relative presumption of faulty conduct applied to the recalcitrant behaviour of the defendant against whom the court ordered the obligation to divulge or preserve the evidence at the court’s disposal pursuant to the issuing of a ‘disclosure of evidence’ order that the defendant deliberately chose to ignore.

It should be noted that this autonomous category of material damages consisting of the involuntary alteration/compromise/deletion of data uploaded by/for the consumer does not include the compensations that could be separately requested from the data operators, for damages related to non-compliance to the General Regulation (EU) 2016/679 on data protection or to the ePrivacy Directive, as these rights of the data subjects remain the subject of separate actions without being affected by the possible introduction of liability actions directed towards recovering the consumer’s data restoring costs (as expenses included in the category of damages recoverable from the defendant manufacturer/supplier to whom the shortcomings of the AI systems were attributable, or the dysfunction of which was at the origin of the compromising of consumer’s data).

The ‘hybrid’ nature of civil liability ‘adapted’ to prejudicial situations involving AI responses/omissions due to design/manufacturing defects is fuelled by the necessity of preserving the subjective element of the fault of the responsible persons, while resorting to a relative presumption of causality applied against the manufacturer/importer or the supplier of the defective AI, at the opposite of the presumption of good faith characteristic of the classic regimes of civil liability (i), seconded by the implications of a relative presumption of causality between the illegal action of launching the defective AI system on the market and the existence of the design/manufacturing defect and bodily/property damage caused to the consumer. The considerably more ‘fluid’ approach to the subjective element of the supplier of defective AI’s responsibility would depend on the ‘classic’ liability regimen to absorb procedural mechanisms involving a rebuttable presumption on the existence of imputable behaviour, that would allow the plaintiffs to engage in remedial actions without being placed in the position of facing insurmountable difficulties, particularly in complying to evidentiary requirements regarding the AI’s (opaque) behaviour, at the source of bodily/property damages. Thus, it would suffice for the plaintiff to prove the existence of the claimed damage, while
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allowing those responsible for designing/manufacturing or distributing the deficient AI the chance to overturn the reversible presumption of causation, starting from the premise that the relevant information\textsuperscript{61} regarding the (non)causality nexus is rather exclusively in the latter’s possession, than in the possession of the profane consumer.

These conclusions are reinforced by the specification, in the text of Art. 4 para 2 let. (a) of the AILD Proposal, of the possibility, for the courts, to refer to the existence/non-existence and degree of adequacy of the procedural measures in the assessment of the conduct of the responsible persons (AI producer or supplier) within the framework of the AI supplier’s internal security-assessment protocols and the results achieved; at the same time, the courts remain free to assess the existence of the illegal action/omission of the responsible persons by referring to compliance with the transparency obligation incumbent on AI providers, as stated in Art. 13 of the Draft Regulation (EU) on AI. Therefore, the requirement of fault-proving is not necessarily enumerated among the conditions for engaging the liability of manufacturers/importers of defective AI products, except when the consumer accessed specific remedies for civil liability (in principle, non-contractual remedies) founded on the subjective element of the responsible person’s faulty conduct; the existence of damage the extent of which can be proven by the complaining consumer remains indispensable in the perimeter of the specific types of civil liability for AI defectiveness, with the specification that the biological damages are also retained when transposed into a pecuniary equivalent by the courts.

Considering the fact that, in the hypothesis that the damage caused to the consumer by the defectiveness of the incriminated AI system is bodily damage, its compensation is difficult, in view of its uncertain or even fluctuating contours over time, the evolving nature of the value claim having as its owner\textsuperscript{62} the consumer will involve an assessment of the damage at the time of the issuing of the court’s decision while taking into account the established pillars in the scope of civil liability\textsuperscript{63} (including the missing opportunities whose materialisation would have been foreseeable for the victim of future damage or in the form of diminishing the possibilities of valorising the current existential potential, for the injured consumer\textsuperscript{64}). Generically, this type of damage can be divided into three levels, considering, as a rule, that it consists of: (i) the economic components related to the bodily damage\textsuperscript{65}, pecuniary assessable elements (which include medical expenses and loss
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of income from lucrative activities), (ii) non-economic bodily harm (involving recreational harm, generated by the physical and mental suffering of the victim, direct/indirect psychological discomfort, etc.), (iii) patrimonial harm consisting in the loss/alteration of consumer data, as due to deficient AI response/ omission of an adequate response of the AI system involved. Correlatively, it remains to be noted that, regarding the non-patrimonial damages related to the interaction with AI defective products, in a deductive reasoning, the assessment of damages for psychological incidents would be particularly difficult for national courts, when connected to the bodily harm suffered by the complaining consumer.

The requirement of the existence of a design / manufacturing defect affecting the functionality or responsiveness of the AI system involved in generating the damage refers to a defect that endangers the safety of the consumer and/or other active components (other than the defective AI product), in an approach that draws the lines of demarcation by reference to the notion of ‘design defects’ of the AI system. It can be noted that the latter includes, in the perimeter of the specific liability referred to in the drafted (EU) Artificial Intelligence Act, both the intrinsic and the extrinsic defectiveness of the product (particularly for the self-learning autonomous/embedded AI categories), resulting from a syncope in the manufacturing processes, either from the use in the manufacturing process of excessively risky design parameters, by reference to the product’s benefits, or from deficiencies in the level of adequate and complete consumer information (non-compliance to the requirements of the obligation of transparency, including the ex-ante evaluation of the conformity of AI systems); on the other side, the abnormal dangerousness of the AI product launched into circulation might be assessed based on elements resulting from the fact that it does not meet the safety standards that correspond to the legitimate expectations of the consumer, or by referring to the typical characteristics of the product in autonomous AI / embedded AI category.
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4 Courts’ ordering on the disclosure of relevant information on AI flaws and deficiencies

4.1 Proportionality of the judicial measure

The embodiment of the national courts’ mission when deciding on the ordering of evidence disclosure may come into tension with the requirements to consider the legitimate interests/fundamental rights of the third parties concerned\textsuperscript{69}, especially the protection of trade secrets and confidential information. Recurring cyclically within the scope of the proportionality assessment, the issue of assessing the legitimate interests of third parties is (jointly) related to providing adequate procedural safeguards enabling the defendant, against whom an evidence disclosure was emitted (or who was ordered to preserve evidence regarding AI deficiencies), to challenge, procedurally, the legitimacy of measures ordered by the court in the perimeter of administrating relevant evidence.

Deliberate ignoring an evidence disclosure order constitutes legal premises for entailing the mechanism of the presumption of violation of the transparency obligations incumbent on the defendant; as resulting from the provisions of Art. 3 para 5 of the AILD Proposal, in cases in which the defendant culpably ignores a judicial order on “evidence disclosure”, a national court is entitled to presume non-compliance by the defendant with a relevant “duty of care”, especially in hypotheses similar to those described in Art. 4 paras 2 and 3 of the AILD Proposal, and that the compromised evidence was potentially crucial in deciphering the implications of the awarding of compensation for tortious conduct. The defendant might present a procedural interest in reversing the rebuttable presumption of culpable behaviour. Numerous conceptual and practical elements are relevant to the proper understanding of the functioning of the mentioned procedural mechanism:

(i) the rebuttable/reversible nature of the presumption of ignoring the requirements of the obligation of due diligence implies, for the defendant involved in the AI-design selection, the possibility of overturning the presumption of culpable conduct, while bringing evidence supporting its defences based on vigilant conduct;

(ii) situated at the antipode of using the presumption of good faith conveyed in a litigious context divided by reference to the ‘classical’ regime of tort liability, and within the scope of employing the (extra-contractual) liability\textsuperscript{70} of manufacturers/suppliers of deficient AI systems in relation to the injured consumer’s claim for compensation\textsuperscript{71}, the court will be able to operate with a relative presumption of fault applied to the


recalcitrant behaviour of the defendant against whom the court ordered the obligation to divulge or keep evidence at court’s disposal pursuant to Art. 4 paras 1 and 2 of the AILD Proposal; moreover, it might be (reversibly) presumed that the defendant deliberately chose to ignore the content of the obligation established by the judicial order of evidence disclosure;

(iii) it follows, from the text of the mentioned normative act, that, by ordering the AI manufacturer / AI supplier to ‘declassify’ relevant information regarding security deficiencies / non-compliance of AI systems, the court is expected to ‘calibrate’ its ordered measures according to imperatives deducted from: (a) the desiderata of preserving the integrity of commercial interests of third parties directly or indirectly involved in compliance with the ordered measure, especially in view of the need to protect the confidential trade information that the respective third parties could invoke either through the lens of the protection of the autonomous procedural rights or in a particular procedural context; (b) concurrent recognition of the defendant’s procedural prerogatives to challenge the fair or appropriate nature of the judicial measures on evidence disclosure, issued against the defendant.

Reminiscent from the procedural contradictory requirements arising from the principle of proportionality in assessing informational asymmetries, aspects such as the appropriateness of the judicial measures on evidence disclosure are also saliently important, as in the case of applying the rebuttable presumption regarding the culpable conduct and the undesirable results connected to the launching of defective AI systems; similar conclusions may be extracted in the case of the second relative presumption regarding ‘failure’ (in bad faith/from inexcusable fault) of the defendant professional’s compliance with the requirements of the duty of care, for ordering the mandatory communication by the defendant of the relevant information, as noted in Art. 3 para 4 of the AILD Proposal. Additionally, the principle of moderating plaintiff’s own procedural disadvantage will become applicable, as a distinct obligation incumbent on the consumer/claimant in these hypotheses, as resulting from the provisions of Art. 3 para 2 of the AILD Proposal; when the quantitative or qualitative inadequacy of the evidence proposed by the consumer/claimant is due to the latter’s own inexcusable passivity (rather than to the opacity or complexity of the AI system whose defectiveness is invoked), the courts are expected to reject the request for issuing an evidence disclosure order against the defendant. From Art. 3 para 1 of the AILD Proposal, it follows that the mentioned possibility, as prerogative of the courts in managing the administration of conclusive evidence, remains confined to the perimeter described by the principle of proportionality of judicial measures taken during the litigious stages of evidence administration, by reference, simultaneously, to the plausibility (in a summary analysis, prima facie, on the relevance of the object of the requests made by the
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consumer/claimant) or the pertinency of the plaintiff’s claims\textsuperscript{72}. The requirement of proportionality remains decisive for ordering the disclosure or preservation of evidence (by the defendant / Al manufacturer / AI provider) regarding compliance/ dysfunctionality of high-risk AI systems. Assessing the plausibility of the request for compensation remains essential within the scope of the analysis undertaken a priori by the courts of judgment that may order that the defendant was expected to disclose the relevant evidence regarding suspected “high-risk AI systems”, even if this evidence incriminates the debtor of the obligation, as mentioned in the previous paragraphs while distancing from the exigencies of the \textit{actor incumbit probatio} procedure. Thus, the procedural context is characterised by the fact that the consumer does not, most often, possess conclusive or relevant evidence placing the malfunctions of the AI system at the source of the prejudicial consequences.

Within the scope of addressing the civil liability for prejudicial effects generated by the interaction with defective AI systems included the “high-risk AI” categories, the rebuttable presumption of causality the incidence of which is addressed in the text of Art. 4 para 1 of the AILD Proposal would present pre-eminence, the courts waiving its application to the extent to which the defendant expressly requested the removal of the incidence of the presumption, on the grounds that the relevant evidence would be accessible to the complaining consumer which would render futile the use of the rebuttable presumption; on the contrary, in the perimeter of actions in civil liability for remedying damages caused to the consumer by the interaction with unsecured AI systems in the medium risk/low-risk category, the incidence of the relative presumption of causality is discussed as exceptionally available, intervening only to the extent that the court judges positively assessed its pertinency, meant to strengthen the procedural position of the plaintiff consumer who would be circumstantially granted the possibility of accessing conclusive evidence on the damageable results originating in the AI deficient response/omission to adequately respond. Exempted from the rebuttable presumption of causation between culpability and the undesirable result, upon request of the defending AI manufacturer/ importer / AI provider, remain the situations where, even in the absence of recourse to the substance of the said presumption in favour of the consumer/claimant, the latter would have access to sufficiently consistent expertise establishing the existence of the mentioned causal nexus.
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4.2 Temperament (concerning the disclosure of evidence order) pertaining to the consequences on third-party extra-patrimonial or commercial interests

When debating the preservation of the integrity of third parties’ commercial interests the involvement of whom is directly or indirectly resulting in compliance with the ordered measure, the discussions refer to the necessity of protecting the confidential trade information that the respective third parties could resort to, both through the means of protecting the autonomous procedural rights to which the third parties might refer and of the recognition of the defendant’s procedural prerogatives to challenge the appropriateness of the judicial measures on evidence disclosure. In order to consider the legitimate interests/fundamental rights of the third parties concerned, especially the protection of trade secrets and confidential information, within the scope of the proportionality assessment, the courts would be expected to assess the legitimate interests of third parties while providing adequate procedural safeguards that would enable the defendant to challenge, procedurally, the legitimacy of measures ordered by the court in the perimeter of administrating relevant evidence. Thus, the AI supplier against whom an evidence disclosure order was emitted (or who was ordered to preserve evidence regarding AI deficiencies) might resort to challenging the pertinency of the judicial order, on the grounds of inexcusably ignoring the interests of third parties (including those of pre-existing B2B contractual arrangements).

5 Conceptual and practical interrogations on the pertinent use of presumptions of causality in cases concerning ‘self-learning’ / ‘self-evolving’ AI algorithmic categories

For the pertinent understanding of the ‘concentric circles’ involved in the subject of civil liability retained for AI products from the self-learning category, the evolutionary autonomy of these algorithmic systems remains central to the economy of the discussion regarding the initiation of actions against the AI provider. When ‘dissipating’ the nebulous possibility of invoking ‘development risks’, as a type of exonerating motif applicable in this matter, the text of Art. 6 para 1 let. (c) of the AILD Proposal retains expressis verbis that the manufacturer/importer can be held liable, in situations in which the defect manifested itself in the context of the self-evolving capacity of the AI product, specifying that an AI product might be defective based on its unpredictable self-learning capacities, which might evolve in ‘malignant’ AI behaviour.

---

On the opposite of the prerequisites that could be retained within the perimeter of ‘classic’ civil liability for the hidden defects of the goods that were subject to the sales contract, in which case the warranty owed to the buyer would cover only the pre-existing deficiencies at the time of contracting and the knowledge of which was not accessible to the buyer as a result of the examination of the goods with reasonable vigilance, different premises are to be observed in the case of the “extra-contractual liability” of the producers/suppliers of deficient AI systems, especially for those included in the self-learning or self-training category, or for AI systems that involve constant adaptation of responses as a result of ‘learning’ from their interaction with AI users.

At the same time, it remains crucial to note that the evaluation of the security deficiencies presented by self-training / self-learning AI systems would be conjectural, by reference to the standard of a consumer’s justified assumptions on AI product safety; as pertinent to assess the degree of dangerousness assumed by the interaction with an AI system whose responses (actions/omissions) had an evolutionary character (that are partially unpredictable, including for its creators), the consumer’s ‘legitimate expectations’ test would sequentially focus on whether the manufacturer of each of the interconnected systems relinquished control over the AI product or algorithmic system, particularly in light of the general obligation on AI system providers to continuously monitor, as an itinerant and permanent obligation, the behaviour of the AI system in the interaction with consumers; the monitoring obligation represents a central pillar in the perimeter of civil liability for bodily/property prejudicial aspects affecting consumers by the malfunctioning of AI systems in the self-learning category.

6 Concluding remarks

The concept of the AI providers’ ‘culpable behaviour’ might be seen as having, conjecturally, a multitude of meanings, in terms of transparency, devotion and fidelity towards the principles of precaution and preservation of consumers’ safety, constancy and obedience to reasonable standards of probity. The mentioned semantic arborescence of the ‘AI credibility’ conceptual framework would find different forms of objectification in the national legal systems while placing rebuttable presumptions of causality in the vanguard of the efforts of adapting the ‘classical’ liability regimen to the provoking aspects of liability for AI systems defectiveness.

We argued that the binary premises (partially subjective, generated by the element of fault and partly objective, focused on the element of the presence of the design/manufacturing defect of the AI system) in engaging the specific liability of the

---
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pernicious AI systems producers/importers might be contrasted to the versions of the subjective liability ‘classical’ regimen, especially from the perspective of consecrating a taxonomy of defects covered by the material scope of the liability, compartmentalised into manufacturing defects versus design defects and information deficiencies; congruently, failure to comply with the transparency obligation incumbent on the manufacturer/importer of deficient AI systems would represent per se legal ground for retaining the AI supplier’s responsibility for covering the damageable effects.

In terms of ‘expanding’ the material scope of the extra-contractual civil liability of manufacturers, importers or suppliers of defective AI systems, the most important innovative elements consist in the expansion of the scope of legal protection rules in order to include patrimonial damages caused to the consumer by loss or corrupting of consumer’s data, in the interaction with the defective AI system, unless the data was used exclusively for professional purposes, without excluding the hypotheses of coverage for the mixed purpose (simultaneously professional and personal) of the compromised data. According to Recital 16 para 1 of Draft Directive COM/2022/495, in principle, data restoration costs must be included in the category of damages recoverable from the defendant (AI manufacturer/supplier) to whom the shortcomings of the AI system are attributable. Apparently, it is not relevant, for the coverage of these categories of damages, where the data was stored, as it does not matter to any extent whether the defendant (the AI manufacturer/supplier) directly controlled the storage procedures for the consumer’s lost data. Thus, the (EU) AI Act Proposal seems to engage in a long-run debate outlined around the controversial concept of ‘ownership of data’ stored by smart technologies or through algorithmic applications. The focus is not placed on the possible recognition of a genuine category of ‘property rights’ over the compromised data, the damage of which would be the subject of a civil liability action against the designer/producer or supplier of the deficient AI system, but on their inclusion in the category of recoverable material damage, without simultaneously and necessarily engaging in recognising consumer ‘ownership’ over compromised data, as a prerequisite for damage coverage. Nevertheless, when assessing the pertinency of a request for compensation, the national courts would resort to ordering evidence disclosure should the plaintiff have made all reasonable attempts to collect the relevant evidence. In cases when the quantitative or qualitative inadequacy of the evidence proposed by the plaintiff is due to the latter’s inexcusable passivity, rather than the opacity or complexity of the AI system, the defectiveness of which is invoked, the defendant may challenge the pertinency of the evidence disclosure order. Finally, the rebuttable/reversible nature of the presumption of ignoring the requirements of the obligation of due diligence implies, for the defendant, the possibility of overturning the presumption of inexcusable negligence in breaching the ‘duty of care’ incumbent on AI providers, while bringing evidence illustrating the level of vigilance manifested during the AI design-selecting process.