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Abstract

In this paper we consider a mean-field optimal control problem with selective action
of the control, where the constraint is a continuity equation involving a non-local term and
diffusion. First order optimality conditions are formally derived in a general framework,
accounting for boundary conditions. Hence, the optimality system is used to construct a re-
duced gradient method, where we introduce a novel algorithm for the numerical realization
of the forward and the backward equations, based on exponential integrators. We illustrate
extensive numerical experiments on different control problems for collective motion in the
context of opinion formation, pedestrian dynamics, and mass transfer.

Keywords: mean-field control, multi-agent systems, PDE-constrained optimization, expo-
nential integrators (MSC2020: 65M22, 49M41, 93A16)

1 Introduction
The study of collective motion of interacting agents systems is of paramount importance to
understand the formation of coherent global behaviors at various scales, with applications to
the study of biological, social, and economic phenomena. In recent years, there has been a
surge of literature on the collective behavior of multi-agent systems, covering a wide range
of topics such as cell aggregation and motility, coordinated animal motion [28, 30], opinion
formation [36, 45, 55], coordinated human behavior [10, 27, 31, 48], and cooperative robots
[26, 34, 46, 47]. These fields are vast and constantly evolving and we refer to the surveys [8, 29,
39] that provide a comprehensive overview of recent developments. Modeling such complex
and diverse systems poses a significant challenge, since in general there are no first-principles
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as, for instance, in classical physics, or statistical mechanics. Nevertheless, the dynamics of
the individuals have been successfully described by systems of Ordinary Differential Equations
(ODEs) from Newton’s laws designing basic interaction rules, such as attraction, repulsion, and
alignments, or, alternatively, by considering an evolutive game where the dynamics is driven
by the simultaneous optimization of costs by N players such as in References [42, 43]. In this
context, of paramount importance for several applications is the design of centralized policies
able to optimally enforce a desired state of the agents, see for instance References [5, 6, 23].

In this paper, we consider a constrained setting, where interacting individuals are influenced
by a centralized control with selective action, i.e.,

dxi =

(
1
N

N

∑
j=1

p(xi,x j)(x j − xi)+ s(t,xi,ρ
N)ui

)
dt +σdW t

i , (1)

with initial data x0 = [x0
1, . . . ,x

0
N ]. Here, each agent xi ∈ Ω ⊆ Rd , for i = 1, . . . ,N, accounts

for pairwise interactions weighted by the function p(·, ·), and for disturbances modelled with
a Brownian motion dW t

i . The action of the control u = [u1, . . . ,uN ], ui ∈ Rd , is weighted by a
selective function s(t,xi,ρ

N), with ρN(x) the empirical measures associated to the interacting
agent system, i.e., ρN(t,x) = N−1

∑
N
i=1 δ (xi(t)− x). Then, the optimal control is obtained by

minimizing the cost functional

J(u;x0) = E

[∫ T

0

1
2N

N

∑
i=1

(
ℓ(t,xi,ρ

N)+ γ|ui|2
)]

, (2)

where ℓ(t,xi, f N) is a running cost to be designed by the controller, with a quadratic penalization
of the control for γ ≥ 0.

For a large number of agents, we can write the mean-field optimal control problem cor-
responding to the finite dimensional optimal control problem (1)–(2) as follows (see Refer-
ences [11, 32, 33])

min
u∈U

1
2

∫ T

0

∫
Ω

(
ℓ(t,x,ρ)+ γ|u|2

)
ρdxdt. (3a)

Here, U is the space of admissible controls and ρ is the density function satisfying the Partial
Differential Equation (PDE)∂tρ +∇ · ((P(ρ)+ s(t,x,ρ)u)ρ)− σ2

2
∆ρ = 0,

ρ(0,x) = ρ0(x).
(3b)

The non-local interactions among agents are described by the integral term

P(ρ)(t,x) =
∫

Ω

p(x,y)(y− x)ρ(t,y)dy (4)

and ρ0(x) is the initial distribution of the agents. Differently from mean-field games [1, 22, 43],
in this context the goal is to compute a mean-field optimal strategy capable of driving the pop-
ulation density to a specific target, avoiding the curse of dimensionality induced by the large
scale non-linear system of N agents. However, the numerical solution of the PDE-constrained
optimization problem (3a)–(3b) requires careful treatment, see Reference [15]. In mean-field
optimal control problems, various methodologies have been utilized to tackle the synthesis of
high-dimensional systems, as seen in References [2, 24, 33, 49]. In this study, we adopt a
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reduced gradient method strategy where the first order optimality system is solved iteratively
for the realization of the control, as in References [7, 12]. Major challenges arise from the
presence of the stiff diffusive and transport operators, and from the stability and storage re-
quirements originated by the choice of the numerical solvers. For these kinds of problems,
explicit time marching schemes usually require several time steps due to the lack of favorable
stability properties, while implicit ones need possibly expensive solutions of non-linear sys-
tems (see References [9, 37], where implicit multistep or Runge–Kutta methods are employed)
or linear systems (see Reference [40], where IMEX methods are proposed). A prominent and
effective alternative way to numerically integrate stiff equations in time is to employ explicit
exponential integrators, see Reference [41] for a seminal review. After semidiscretization in
space, these schemes require to approximate the action of exponential and of exponential-like
matrix functions (the so-called ϕ-functions), in contrast to the solution of (non-)linear systems.

The paper is structured as follows. In Section 2 we present a model of interest which
generalizes the one in formulas (3), and we derive the formal optimality conditions using the
associated Lagrangian function, obtaining a system of coupled PDEs. The first one is forward
in time for the density function, while the second is backward in time for the adjoint variable.
We numerically couple these equations using the steepest descent algorithm. In Section 3 we
present the semidiscretization in space of the forward and of the backward PDEs, together
with the numerical solution of the arising systems of ODEs using a pair of exponential inte-
grators. For convenience of the reader, we also present there the derivation of the schemes
and a brief discussion on common techniques to compute the involved matrix functions. Sec-
tion 4 is devoted to some numerical validations and simulations in opinion formation (Sznajd,
Hegselmann–Krause, and mass transfer) and pedestrian (see Reference [16]) models. We fi-
nally draw some conclusions in Section 5.

2 Mean-field selective optimal control problem
We consider the mean-field optimal control problem [7, 16, 32] defined by the functional min-
imization

min
u∈U

J (u;ρ0), (5a)

where ρ = ρ(t,x) ∈ R is a probability density of agents satisfying

∂tρ +∇ · [(P(ρ)+ s(t,x,ρ)u)ρ]− σ2

2
∆ρ = 0,

ρ(0,x) = ρ0(x),(
(P(ρ)+ s(t,x,ρ)u)ρ − σ2

2
∇ρ

)
· n⃗ =

{
βρ on ΓF,

0 on ΓZ

(5b)

and defined for each (t,x) ∈ [0,T ]×Ω. The evolution of the density is driven by the non-local
operator P(ρ)(t,x) ∈ Rd , as in equation (4), and by the control u = u(t,x) ∈ Rd weighted
by the selective function s(t,x,ρ) ∈ R. Here, we denoted by ΓF the subset of the boundary
in which there is a flux different from zero (β ̸= 0) and by ΓZ the part of ∂Ω with zero-flux
boundary conditions. These two subsets are such that ΓF ∪ΓZ = ∂Ω and ΓF ∩ΓZ = /0, and n⃗ is
the outward normal vector to the boundary with norm equal to one. Finally, the functional in
formula (5a) is given by

J (u;ρ0) =
1
2

∫ T

0

∫
Ω

(
e(t,x,ρ)+ γ|u|2ρ

)
dxdt +

1
2

∫
Ω

c(T,x,ρ(T,x))dx
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for a general running cost e(t,x,ρ) ∈ R and a terminal cost c(T,x,ρ(T,x)) ∈ R.

2.1 First order optimality conditions
We can derive the first order optimality conditions on a formal level using a Lagrangian ap-
proach. For a rigorous treatment we refer to References [7, 17]. We define the Lagrangian
function with adjoint variable ψ as

L (u,ρ,ψ) =
1
2

∫ T

0

∫
Ω

(
e(t,x,ρ)+ γ|u|2ρ

)
dxdt +

1
2

∫
Ω

c(T,x,ρ(T,x))dx

−
∫ T

0

∫
Ω

ψ

(
∂tρ +∇ · [(P(ρ)+ s(t,x,ρ)u)ρ]− σ2

2
∆ρ

)
dxdt.

(6)

The optimal solution (u∗,ρ∗,ψ∗) can be found by equating to zero the partial Fréchet deriva-
tives of the Lagrangian function, i.e., by solving the following system

DuL (u,ρ,ψ) = 0,
DψL (u,ρ,ψ) = 0,
DρL (u,ρ,ψ) = 0.

(7)

Before computing the partial derivatives in system (7), we integrate by parts the last term ap-
pearing in the Lagrangian function (6) and we get

L (u,ρ,ψ) =
1
2

∫ T

0

∫
Ω

(
e(t,x,ρ)+ γ|u|2ρ

)
dxdt +

1
2

∫
Ω

c(T,x,ρ(T,x))dx

+
∫ T

0

∫
Ω

ρ

(
∂tψ +

σ2

2
∆ψ +(P(ρ)+ s(t,x,ρ)u) ·∇ψ

)
dxdt

−
∫ T

0

∫
ΓF

ρ

(
σ2

2
∇ψ · n⃗+βψ

)
dbdt

−
∫

Ω

(ψ(T,x)ρ(T,x)−ψ(0,x)ρ(0,x))dx,

where we used the value of the boundary conditions appearing in equation (5b). Performing
then the computations of the partial derivatives we obtain the gradient direction for the control
variable u

DuL (u,ρ,ψ) = γu+ s(t,x,ρ)∇ψ, (8)

the forward PDE for the density function ρ

∂tρ +∇ · [(P(ρ)+ s(t,x,ρ)u)ρ]− σ2

2
∆ρ = 0,

ρ(0,x) = ρ0(x),(
(P(ρ)+ s(t,x,ρ)u)ρ − σ2

2
∇ρ

)
· n⃗ =

{
βρ on ΓF,

0 on ΓZ,

(9)
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and the backward PDE for the adjoint variable ψ

−∂tψ =
σ2

2
∆ψ +

(
P(ρ)+(s(t,x,ρ)+ρDρs(t,x,ρ))u

)
·∇ψ

+Q(ρ,ψ)+
1
2
(Dρe(t,x,ρ)+ γ|u|2),

ψ(T,x) = ψT (x),

σ2

2
∇ψ · n⃗ =

{
−βψ on ΓF,

0 on ΓZ,

(10)

where
Q(ρ,ψ)(t,x) =

∫
Ω

p(y,x)(x− y) ·∇ψ(t,y)ρ(t,y)dy

and ψT (x) = 1
2Dρc(T,x,ρ(T,x)). Now, in order to solve model (5), we employ a steepest

descent approach (see References [7, 12]). Starting with an initial control u0, at each iteration ℓ
we insert uℓ into the forward equation (9) and solve it for ρ = ρℓ+1. We then insert uℓ and ρℓ+1

into the backward equation (10) and solve it for ψ = ψℓ+1. We finally update the control by
using the gradient direction (8), i.e.,

uℓ+1 = uℓ−λ
ℓ(γuℓ+ s(t,x,ρℓ+1)∇ψ

ℓ+1)

and get uℓ+1. We proceed iterating until J (uℓ+1) has stabilized within a given tolerance. For
the numerical solution of equations (9) and (10) we use the method of lines: we first discretize
in space and then use appropriate integrators for the obtained systems of ODEs.

3 Numerical integrators for the semidiscretized equations
In this section, we explain how to solve the forward and the backward PDEs in the steepest
descent algorithm. By observing that both are semilinear parabolic equations, the idea is to
use numerical schemes tailored for this type of problems. A prominent way is to apply explicit
exponential integrators [41] to the systems of ODEs arising from the semidiscretization in
space of the PDEs. By construction, these schemes solve exactly linear ODEs systems with
constant coefficients and they allow for time steps usually much larger than those required by
classical explicit methods, i.e., typically they do not suffer from a CFL restriction. On the
other hand, this class of integrators requires the computation of the action of exponential-like
matrix functions for which different efficient techniques have been developed in recent years
(see Section 3.3).
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3.1 Forward PDE
For the sake of clarity, and since we will present later on one-dimensional numerical examples,
we consider Ω = [a,b] and we rewrite the forward PDE (9)

∂tρ(t,x) =
σ2

2
∂xxρ(t,x)−∂x ((P(ρ(t, ·))(t,x)+ s(t,x,ρ(t,x))u(t,x))ρ(t,x)) ,

ρ(0,x) = ρ0(x),(
(P(ρ(t, ·))(t,x)+ s(t,x,ρ(t,x))u(t,x))ρ(t,x)− σ2

2
∂xρ(t,x)

)∣∣∣∣
a
= βaρ(t,a),(

(P(ρ(t, ·))(t,x)+ s(t,x,ρ(t,x))u(t,x))ρ(t,x)− σ2

2
∂xρ(t,x)

)∣∣∣∣
b
= βbρ(t,b),

where βa,βb ∈ R can be selected so that it is possible to express both zero and nonzero fluxes.
Notice that when we solve this equation we consider u(t,x) a given function. We introduce a
semidiscretization in space by finite differences on a grid of points xi, with i= 1, . . . ,n, in such a
way that ρρρ(t) = [ρ1(t), . . . ,ρn(t)]T is the unknown vector whose components ρi(t) approximate
ρ(t,xi). Now, by denoting D1 and D2 the matrices which discretize ∂x and ∂xx at the grid points,
respectively, and P the discretization of the linear integral operator P by a quadrature formula,
the linear part of the right hand side of the equation is discretized by

σ2

2
D2ρρρ(t),

while the non-linear part becomes

− (D1Pρρρ(t))ρρρ(t)− (Pρρρ(t))(D1ρρρ(t))
− (D1sss(t,ρρρ(t)))uuu(t)ρρρ(t)− sss(t,ρρρ(t))(D1uuu(t))ρρρ(t)− sss(t,ρρρ(t))uuu(t)(D1ρρρ(t)).

Now, we also discretize the boundary conditions with finite differences by using virtual nodes,
and we modify accordingly both the linear part and the non-linear one. The resulting non-linear
system of ODEs is then {

ρρρ
′(t) = AFρρρ(t)+gggF(t,ρρρ(t)), t ∈ [0,T ],

ρρρ(0) = ρρρ0.
(11)

Given a time discretization [t0, . . . , tk, . . . , tm], with t0 = 0 and tm = T , the exact solution of
system (11) at time tk+1 can be expressed using the variation-of-constants formula, i.e.,

ρρρ(tk+1) = eτkAFρρρ(tk)+
∫

τk

0
e(τk−s)AFgggF(tk + s,ρρρ(tk + s))ds,

where τk = tk+1 − tk, for k = 0, . . . ,m− 1. In order to obtain an explicit first order numerical
scheme, we denote by ρρρk the approximation of ρρρ(tk) and approximate the non-linear function
gggF(tk + s,ρρρ(tk + s)) with gggF(tk,ρρρk). Hence, we have

ρρρ(tk+1)≈ ρρρk+1 = eτkAFρρρk +
∫

τk

0
e(τk−s)AFgggF(tk,ρρρk)ds

= eτkAFρρρk +

(∫
τk

0
e(τk−s)AFds

)
gggF(tk,ρρρk)

= eτkAFρρρk +

(
τk

∫ 1

0
eτk(1−θ)AFdθ

)
gggF(tk,ρρρk)

= eτkAFρρρk + τkϕ1(τkAF)gggF(tk,ρρρk).

(12)
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Here, we introduced the exponential-like function

ϕ1(X) =
∫ 1

0
e(1−θ)X dθ ,

with X ∈ Cn×n a generic matrix. This scheme is known as exponential Euler, it is an explicit
method of first (stiff) order and it is A-stable by construction. Although its implementation does
not need the solution of (non-)linear systems, at each time step it is required the evaluation of
a linear combination of type eτkX vvvk + τkϕ1(τkX)wwwk, where vvvk,wwwk ∈ Cn are suitable vectors,
which we will address in Section 3.3.

3.1.1 Selective function independent of the density

A remarkable occurrence in the literature is s(t,x,ρ(t,x)) = s(t,x), i.e., the selective function
does not depend on the density (see Reference [7] for the case s(t,x) = 1, which we will also
consider in the numerical examples). In this case, the linear part of the forward equation has
time dependent coefficients(

σ2

2
D2 − (D1sss(t))uuu(t)− sss(t)(D1uuu(t))− sss(t)uuu(t)D1

)
ρρρ(t),

while the non-linear part is now given by

−(D1Pρρρ(t))ρρρ(t)− (Pρρρ(t))(D1ρρρ(t)).

By modifying accordingly the quantities to impose the boundary conditions, and using again
the previous notation for simplicity, we end up with the system of ODEs{

ρρρ
′(t) = AF(t)ρρρ(t)+gggF(t,ρρρ(t)), t ∈ [0,T ],

ρρρ(0) = ρρρ0.
(13)

At each tk we can rewrite equivalently this system as
ρρρ
′(t) = AF(tk)ρρρ(t)+(AF(t)−AF(tk))ρρρ(t)+gggF(t,ρρρ(t))

= AF(tk)ρρρ(t)+gggk
F(t,ρρρ(t)),

ρρρ(0) = ρρρ0

and apply the exponential Euler method, as done for system (11). Thus, we end up with the
scheme

ρρρ(tk+1)≈ ρρρk+1 = eτkAF(tk)ρρρk + τkϕ1(τkAF(tk))gggk
F(tk,ρρρk)

= eτkAF(tk)ρρρk + τkϕ1(τkAF(tk))gggF(tk,ρρρk),
(14)

for k = 0, . . . ,m− 1. As for the general case s(t,x,ρ(t,x)), we obtain in this way an explicit
method of first order (which we call exponential Euler–Magnus) that requires again to evaluate
a linear combination of actions of the matrix exponential and the matrix ϕ1 function.
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3.2 Backward PDE
We rewrite the backward PDE (10) in the one-dimensional case Ω = [a,b]

−∂tψ(t,x) =
σ2

2
∂xxψ(t,x)+P(ρ(t, ·))(t,x)∂xψ(t,x)

+(s(t,x,ρ(t,x))+ρ(t,x)sρ(t,x,ρ(t,x)))u(t,x)∂xψ(t,x)

+Q(ρ(t, ·),ψ(t, ·))(t,x)+ 1
2
(
eρ(t,x,ρ(t,x))+ γu2(t,x)

)
,

ψ(T,x) = ψT (x),

σ2

2
∂xψ(t,x)

∣∣
a =−βaψ(t,a),

σ2

2
∂xψ(t,x)

∣∣
b =−βbψ(t,b),

where sρ(t,x,ρ(t,x)) = Dρs(t,x,ρ(t,x)) and eρ(t,x,ρ(t,x)) = Dρe(t,x,ρ(t,x)). Here, we as-
sume that ρ(t,x) and u(t,x) are given functions. By applying a finite difference discretization
on the same spatial grid as above and defining Q the discretization of the linear integral opera-
tor Q, we obtain the time dependent coefficient linear part(

σ2

2
D2 +Pρρρ(t)D1 +(sss(t,ρρρ(t))+ρρρ(t)sssρρρ(t,ρρρ(t)))uuu(t)D1 +Qρρρ(t)D1

)
ψψψ(t)

and the source term
1
2

eeeρρρ(t,ρρρ(t))+ γuuu2(t).

Finally, by taking into consideration boundary conditions, we end up with the inhomogeneous
time dependent coefficient linear system of ODEs{

−ψψψ
′(t) = AB(t)ψψψ(t)+gggB(t), t ∈ [0,T ],

ψψψ(T ) = ψψψT .
(15)

By considering the same time discretization [t0, . . . , tk+1, . . . , tm] as above, system (15) has a
similar structure to system (13). Hence, taking into account that we are marching backward in
time, we apply the exponential Euler–Magnus method and we obtain the time marching

ψψψ(tk)≈ ψψψk = eτkAB(tk+1)ψψψk+1 + τkϕ1(τkAB(tk+1))gggB(tk+1), (16)

for k = m−1,m−2, . . . ,0.

3.3 Matrix functions evaluation
We have introduced two exponential integrators that require the evaluation of

eτX vvv+ τϕ1(τX)www, (17)

at each time step, where τ > 0, X ∈Rn×n, and vvv,www ∈Rn. We stress that these quantities depend
in general on the current time step, but for simplicity of notation we dropped the subscripts.
If we choose a uniform time discretization, i.e., τk = τ , in the exponential Euler scheme (12)
we can compute once and for all the matrices eτAF and ϕ1(τAF) and then multiply by the
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corresponding vectors. In this case, for the matrix function approximations the most common
techniques are Taylor expansions or Padé rational approximations with scaling and squaring
(see, for instance, References [3, 18, 52, 53]). This approach is computationally attractive only
for matrices of moderate size, taking into account also that the resulting matrix functions are
full even if the original ones were sparse. When employing the exponential Euler–Magnus
schemes (14) and (16), we can still pursue this approach. However, since here the matrices
change at each time step, we need to recompute the matrix functions every time accordingly. It
is also possible to compute linear combination (17) by using a single slightly augmented matrix
function evaluation. In fact, thanks to [50, Proposition 2.1], we have that the first n rows of

exp
(

τ

[
X www

0 . . .0 0

])[
vvv
1

]
coincide with vector (17). This is an attractive choice in a variable step size scenario, in which
both the forward and the backward equations could be solved by a single matrix function eval-
uation at each time step.

When X is a large sized and sparse matrix, it may be convenient to compute directly vec-
tor (17) at each time step without explicitly computing the matrix exponential. State-of-the-art
techniques follow this approach and are based on Krylov methods or direct interpolation poly-
nomial methods (see, for instance, References [4, 20, 35, 44]).

4 Numerical experiments
We present in this section several numerical examples arising from different choices of param-
eters and functions in the continuous model (5). In particular, we consider numerical exper-
iments for two different classes of multi-agent systems in opinion formation and pedestrian
dynamics, and a mass transfer problem. In all cases, we discretize in space with second order
centered finite differences and we employ the trapezoidal rule for the quadrature of the integral
operators. All the numerical experiments have been performed on an Intel® Core™ i7-10750H
CPU with six physical cores and 16GB of RAM, using MATLAB programming language. As
a software, we use MathWorks MATLAB® R2022a. In order to compute the needed actions
of exponential and ϕ1-function, we employ the kiops function1, which is based on the Krylov
method and whose underlying algorithm is presented in Reference [35]. The code used for the
simulations, accompanied by a detailed description, can be found in a GitHub repository2. In
particular, it allows to reproduce the figures of all the following numerical experiments.

4.1 Control in opinion dynamics
In this section we consider two models for control of opinion dynamics, namely the Sznajd and
the Hegselmann–Krause (bounded confidence) ones, similarly to References [7, 38, 54]. We
set both models in the spatial domain Ω = [−1,1], whose boundaries represent the extremal
opinions. The running cost is e(t,x,ρ) = (x− xd)

2ρ and the selective function s(t,x,ρ) is set
to the constant 1 (hence, we use the exponential Euler–Magnus scheme (14) for the forward
equation). For both the problems we consider in model (5) zero-flux boundary conditions
everywhere and null terminal cost function c(T,x,ρ(T,x)) = 0.

1https://gitlab.com/stephane.gaudreault/kiops/-/tree/master/, commit 94149844.
2https://github.com/cassinif/expint_mfsoc, commit a7b6748.
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4.1.1 Sznajd model

In the first numerical experiment we present an example of Sznajd model for opinion formation
taken from Reference [7]. In particular, we consider the interaction function p(x,y) = x2 −1,
representing a repulsive interaction, and the target point in the running cost xd =−0.5. More-
over, we set the penalization parameter γ = 0.5 and the diffusion coefficient σ =

√
0.02. The

initial density function is of bimodal type

ρ0(x) =C(ρ+(x+0.75;0.05,0.5)+ρ+(x−0.5;0.15,1)),

where

ρ+(x;a,b) = max
{
−
(x

b

)2
+a,0

}
and C defined so that

∫
Ω

ρ0(x)dx = 1.
First of all, we show that the expected temporal rate of convergence of the exponential inte-

grators is preserved also after a complete solution of the model. In fact, for a semidiscretization
in space with n = 200 uniform grid points, we solve several times model (5) by the steepest
descent method described at the end of Section 2 by employing an increasing sequence of time
steps, ranging from m = 300 to m = 700. Each time, after the stabilization of the functional J ,
we measure the error at the final time T = 4 for ρρρ(t) and at initial time for ψψψ(t) with respect
to reference solutions. We display in Figure 1 the obtained relative errors, which confirm the
expected accuracy and rate of convergence.
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Figure 1: Relative errors in the infinity norm of ρρρ(T ) (T = 4, left plot) and ψψψ(0) (right plot),
with respect to a reference solution, for the Sznajd model described in Section 4.1.1 with n =
200 spatial discretization points and varying number of time steps m. A black dashed reference
line of slope −1 is also displayed.

Then, we show the behavior of the Sznajd model in opinion formation. For this purpose we
use a spatial discretization of n = 800 points and m = 200 time steps. Notice that we decide
to employ a relatively large number of discretization points in space to highlight the fact that
the exponential integrators do not exhibit any CFL restriction, in contrast to standard explicit
methods. In Figures 2 and 3 we show the evolution of the density ρ(t,x) and of the control
u(t,x). The results have the expected behavior of concentration of the opinions around the target
point xd =−0.5 and qualitatively match the analogous simulation available in the literature [7].
Moreover, we show in Figure 4 the value of the functional J (uℓ) at the successive iterations
of the steepest descent method. We observe that the method needs 23 iterations to reach the
input tolerance 2 · 10−3. Finally, the overall computational time of this simulation is about 40
seconds.
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Figure 2: Density functions at initial time and at final time for the Sznajd model described in
Section 4.1.1 with n = 800 spatial discretization points and m = 200 time steps. For visualiza-
tion reasons, the densities are displayed each tenth point.
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Figure 3: Evolution of the density ρ(t,x) (left) and of the control u(t,x) (right) up to the final
time T = 8 for the Sznajd model described in Section 4.1.1 with n = 800 spatial discretization
points and m = 200 time steps.

4.1.2 Hegselmann–Krause model

In the second numerical experiment we present an example of Hegselmann–Krause model for
opinion formation taken from Reference [7]. In particular, we take the interaction function
p(x,y) = χ{|x−y|≤κ}(x,y), with κ = 0.15, and the target point in the running cost xd = 0. More-
over, we set the penalization parameter γ = 2.5 and the diffusion coefficient σ =

√
0.002. The

initial density function is
ρ0(x) =C(0.5+ ε(1− x2)),

where ε = 0.01 and C defined so that
∫

Ω
ρ0(x)dx = 1. For this model, we directly present the

results using a spatial discretization of n = 1000 points and m = 100 time steps up to the final
time T = 10. In Figures 5 and 6 we display the evolution of the density ρ(t,x) and of the
control u(t,x). Similarly to the Sznajd model, the results match both the expectations and the
outcomes in the literature. Then, we display in Figure 7 the value of the functional J (uℓ) at
the successive iterations of the steepest descent method. We observe that the method needs 15
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Figure 4: Value of the functional J (uℓ) at the successive iterations of the steepest descent
method for the Sznajd model described in Section 4.1.1 (n = 800 and m = 200).

iterations to reach the input tolerance 2 ·10−3. Finally, this simulation takes roughly 15 seconds
to run.
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Figure 5: Density functions at initial time and at final time for the Hegselmann–Krause model
described in Section 4.1.2 with n = 1000 spatial discretization points and m = 100 time steps.
For visualization reasons, the densities are displayed each fifth point.

4.2 Crowd dynamics: fast exit scenario
In this section we consider a model for crowd dynamics taken from Reference [16]. We set the
model in the spatial domain Ω = [−1,1], whose boundaries represent the exit doors. The non-
local interaction kernel p(x,y) is null and the selective function s(t,x,ρ) is 1−ρ (hence, we
employ the exponential Euler method (12) for the forward equation). The diffusion parameter
is σ =

√
0.04, the exit intensity flux is β = 10, the penalization parameter is γ = 1, and the

running cost is e(t,x,ρ) = ρ . The initial density function models the presence of two distinct
groups, namely ρ0(x) = 0.9e−100(x+0.4)2

+0.65e−150x2
.

Similarly to the opinion dynamics case, we first show that the expected temporal rate of
convergence of the exponential integrators is preserved after a complete solution of the model.
To this purpose, we discretize this problem with n = 200 spatial discretization points and with
different number of time steps, from m = 300 to m = 700, up to the final time T = 2. After
the stabilization of the functional J in the steepest descent algorithm, we measure the error at
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Figure 6: Evolution of the density ρ(t,x) (left) and of the control u(t,x) (right) up to the final
time T = 10 for the Hegselmann–Krause model described in Section 4.1.2 with n= 1000 spatial
discretization points and m = 100 time steps.
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Figure 7: Value of the functional J (uℓ) at the successive iterations of the steepest descent
method for the Hegselmann–Krause model described in Section 4.1.2 (n = 1000 and m = 100).

final time for ρρρ(t) and at initial time for ψψψ(t) with respect to reference solutions. We display
in Figure 8 the obtained relative errors which again confirm the expected accuracy and rate of
convergence.

Then, we solve the same model up to the final time T = 3 and show its behavior. We
discretize this problem with n = 1000 spatial discretization points and m = 250 time steps. We
show the evolution of the density and of the control in Figures 9 and 10, where we can clearly
see the exit of the crowd from the two doors. Moreover, we show in Figure 11 the value of
the functional J (uℓ) at the successive iterations of the steepest descent method. We observe
that the method needs 13 iterations to reach the input tolerance 2 · 10−3. Finally, the overall
computational time of this simulation is about 45 seconds.

4.3 Mass transfer problem via optimal control
In this final example, we present an optimal control approach to a mass transfer problem, see for
instance References [13, 51], where the particle density accounts for non-local interactions [14,
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Figure 8: Relative errors in the infinity norm of ρρρ(T ) (T = 2, left plot) and ψψψ(0) (right plot),
with respect to a reference solution, for the pedestrian model described in Section 4.2 with
n = 200 spatial discretization points and varying number of time steps m. A black dashed
reference line of slope −1 is also displayed.
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Figure 9: Density functions at initial time and at final time for the two-group crowd model
described in Section 4.2 with n = 1000 spatial discretization points and m = 250 time steps.
For visualization reasons, the densities are displayed each tenth point.

25]. Hence, the goal is to move the initial density function in the spatial domain Ω = [−1,1]

ρ0(x) =Ce−(x−µ0)
2/(2σ2

0 ),

where µ0 = 0, σ0 = 0.1, and C is defined so that
∫

Ω
ρ0(x)dx = 1, to a target one

ρ̄(x) = C̄
(

e−(x−µ1)
2/(2σ2

1 )+ e−(x−µ2)
2/(2σ2

2 )
)
,

where µ1 = 0.5, σ1 = 0.1, µ2 = −0.3, and σ2 = 0.15, and C̄ is defined so that
∫

Ω
ρ̄(x)dx =

1. The boundary conditions are of zero-flux type, the running cost is e(t,x,ρ) = (ρ − ρ̄)2,
the interaction kernel is of Sznajd type p(x,y) = (x2 − 1)/20, and the selective function is
s(t,x,ρ) = 1. The penalization parameter is γ = 0.1 and the diffusion parameter is σ =

√
0.02.

We discretize the problem with n = 1000 spatial grid points and m = 200 time steps, and
we run the simulation up to the final time T = 3. We consider a terminal cost given by
c(T,x,ρ(T,x)) = (ρ(T,x)− ρ̄(x))2, which translates into ψT (x) = ρ(T,x)− ρ̄(x). In Figure 12
we plot the density functions at initial and final time, and we can observe that the initial density
is correctly transported to the target one. In addition, in Figure 13 we present the evolution
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Figure 10: Evolution of the density ρ(t,x) (left) and of the control u(t,x) (right) up to the final
time T = 3 for the two-group crowd model described in Section 4.2 with n = 1000 spatial
discretization points and m = 250 time steps.
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Figure 11: Value of the functional J (uℓ) at the successive iterations of the steepest descent
method for the two-group crowd model described in Section 4.2 (n = 1000 and m = 250).

of the density and of the control. Finally, we show in Figure 14 the values of the functional
J (uℓ) at the successive iterations of the steepest descent method. We observe that the method
needs 33 iterations to reach the input tolerance 2 ·10−3, with an overall computational time of
this simulation of roughly 75 seconds.

5 Conclusions
We presented a mean-field optimal control model where the constraint is represented by a
non-linear PDE with non-local interaction term and diffusion describing the evolution of a con-
tinuum of agents. We provide, at a formal level, first order optimality conditions, resulting
in a forward–backward coupled system with associated boundary conditions. Thus, a reduced
gradient method is derived for the synthesis of the mean-field control, where the primal and ad-
joint equations are efficiently solved by using exponential integrators. Our proposed approach
has been successfully tested on various examples from the literature, including models of opin-
ion formation and pedestrian dynamics in the one-dimensional setting. In future works we
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Figure 12: Density functions at initial time and at final time for the mass transfer problem
described in Section 4.3 with n = 1000 spatial discretization points and m = 200 time steps.
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Figure 13: Evolution of the density ρ(t,x) (left) and of the control u(t,x) (right) up to the
final time T = 3 for the mass transfer problem described in Section 4.3 with n = 1000 spatial
discretization points and m = 200 time steps.
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Figure 14: Value of the functional J (uℓ) at the successive iterations of the steepest descent
method for the mass transfer problem described in Section 4.3.
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plan to exploit the efficiency of exponential integrators to tackle higher dimensional problems
(possibly using ad hoc techniques for tensor structured problems [19, 20, 21]) and scenarios
where a fine spatial discretization is required to correctly capture the behavior of the controlled
dynamics.
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